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Abstract
Due to the need to perform expensive background compaction
operations, the CPU is often a performance bottleneck of
persistent key-value stores. In the case of replicated storage
systems, which contain multiple identical copies of the data,
we make the observation that CPU can be traded off for spare
network bandwidth. Compactions can be executed only once,
on one of the nodes, and the already-compacted data can be
shipped to the other nodes’ disks, saving them significant
CPU time. In order to further drive down total CPU consump-
tion, the file replication protocol can leverage NVMe-oF, a
networked storage protocol that can offload the network and
storage datapaths entirely to the NIC, requiring zero involve-
ment from the target node’s CPU. However, since NVMe-oF
is a one-sided protocol, if used naively, it can easily cause
data corruption or data loss at the target nodes.

We design RubbleDB, the first key-value store that takes
advantage of NVMe-oF for efficient replication. RubbleDB
introduces several novel design mechanisms that address the
challenges of using NVMe-oF for replicated data, including
pre-allocation of static files, a novel file metadata mapping
mechanism, and a new method that enforces the order of
applying version edits across replicas. These ideas can be
applied to other settings beyond key-value stores, such as dis-
tributed file and backup systems. We implement RubbleDB
on top of RocksDB and show it provides consistent CPU
savings and increases throughput by up to 1.9× and reduces
tail latency by up to 93.4% for write-heavy workloads, com-
pared to replicated key-value stores, such as ZippyDB, which
conduct compactions on all replica nodes.

1 Introduction
To provide high availability, disk-based key value stores are
often replicated on multiple machines [2,21, 22, 25,35, 43]. A
standard architecture for replicating key-value stores is that
each machine runs a local key-value instance, and a replication
layer controls which replica gets shipped to each instance.

However, key-value stores spend a significant portion of
their computing resources on background compaction op-

erations, which rebalance and garbage-collect the data on
disk. For example, in the case of log-structured merge trees
(LSM trees), the standard disk-based key-value store de-
sign [2,4,8,22,41], previous work has shown that compaction
can consume up to 45% of CPU in production workloads, and
by avoiding compaction, key-value stores can increase their
throughput by up to 2× [12]. We have reproduced these ex-
periments and find that with RocksDB, compaction consumes
up to 72% of the total CPU cycles.

This leads to the simple observation that, in the case of
replicated key-value stores, where each node sees identical
commands, the compaction operations conducted on each
machine that stores the replica of the data represent redun-
dant effort. Therefore, we can design an architecture, where
a primary node conducts compaction operations locally, and
then ships the already-compacted files to the secondary nodes
that store the data copies, thereby significantly reducing their
CPU consumption.

However, such an approach has two important drawbacks.
First, it increases the amount of network traffic because not
only do the regular operations need to be replicated, but also
the compacted files. Fortunately, network traffic in modern
datacenters is often underutilized; for example, cluster traces
from Alibaba [1] and Snowflake [47] show that 50-–75% of
network capacity consistently remain idle. Therefore, reduc-
ing CPU consumption at the expense of additional network
traffic is often a desirable trade-off. Second, shipping the files
from the primary to the secondary nodes still requires some
processing from both: at the extreme, if both ends use TCP,
then shipping the files will incur the cost of processing the
TCP packets on both ends, as well as the cost of traversing
the storage stack on the secondary nodes.

To address the second problem, we turn to NVMe-oF, a
networked storage protocol that minimizes CPU costs at sec-
ondary nodes. NVMe-oF extends the NVMe protocol to al-
low one server to access a disk of a remote server directly,
with minimal involvement of the remote server’s CPU. Even
better, most commodity datacenter NICs support offloading
the entire NVMe processing at the remote server, by allow-
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ing the remote NIC to talk directly to the NVMe storage
device. Therefore, if we use NIC-offloaded NVMe-oF, the
secondary’s host CPU will not be involved at all in processing
the incoming replicated files, thereby completely eliminating
all of its CPU costs due to compaction.

However, using NVMe-oF to replicate files across storage
nodes creates two challenges. First, since the remote node’s
local file system (e.g., ext4) is not involved in writing the files,
it is not aware of the updated file and its location, has no way
to read it, and may even accidentally overwrite it. Second, the
key-value application running on the remote node must also
be synchronized with the incoming files. Its application-level
in-memory data structures must be updated to find and read
data from new files that were updated on its local storage
device, and it must not read data from stale files that were
deleted in the compaction process.

In this work, we introduce RubbleDB, the first distributed
storage system that leverages offloaded NVMe-oF for efficient
replication. The key contributions underlying RubbleDB’s
design are mechanisms that provide both file system synchro-
nization and application synchronization at the remote node,
so it can safely and correctly read data that was written to it
via NVMe-oF.

In order to simplify file system synchronization, we make
the observation that modern SSD-based datacenter storage
systems [4, 8, 9, 16, 35] write data in large immutable (and
often fixed-sized) chunks, and do not allow in-place updates.
Therefore, RubbleDB pre-allocates all on-disk data on all
nodes as fixed-sized fixed-location files. RubbleDB maintains
a file map that stores the mappings between the file names
and the pre-allocated file locations, and indicates whether a
file contains live or stale data. When a new file is replicated,
it is sent to a pre-allocated location that does not contain a
live file. When a file is deleted in the compaction process, it is
simply marked as stale in the map, and is not actually deleted.

For application-level synchronization, RubbleDB needs to
keep the secondaries’ in-memory data structures synchro-
nized, so when they read data from disk, they read the most
up-to-date object versions. To do so, RubbleDB ensures that
changes made to the in-memory data structures in the sec-
ondary nodes will be consistent with the compactions exe-
cuted by the primary node. It also carefully synchronizes the
deletion of objects flushed from disk or memory, in order
to avoid accidentally deleting objects that were processed
out-of-order in the secondary nodes.

Our evaluation demonstrates that RubbleDB consistently
leads to significant CPU and I/O bandwidth savings com-
pared to a baseline, which represents the architecture of sys-
tems such as Meta’s ZippyDB [17, 43] or CockroachDB [42],
which run compaction on all nodes in a replication group.
These savings enable RubbleDB to consistently achieve the
same or higher throughput than the baseline across the entire
YCSB suite [20], as well as on five traces from Twitter’s key-
value cache clusters [49]. In particular, RubbleDB provides a

speedup up to 1.9× and a tail latency improvement of up to
93.4%. We also show that RubbleDB consistently provides
higher performance in different scenarios, including different
replication factors, different numbers of RocksDB instances
per physical server, and different types of storage devices.

While in this paper we focus on the particular use case of a
replicated key-value store, we believe our design ideas are ap-
plicable to other common storage applications with primary-
backup replication, such as replicated file systems [16, 26, 34,
48] and disaster recovery and backup services [38].

2 Background and Motivation
This section lays out the background and motivation for the
paper. §2.1 provides background information on the most
common data structure for disk-based key value stores, the
log structure merge tree (LSM tree), and demonstrates that
background compaction operations in LSM trees consume
significant CPU. §2.2 provides a primer on the NVMe-oF
protocol and then shows the performance benefit of using
NVMe-oF for storage replication with a microbenchmark.

2.1 The High Cost of Compactions
LSM trees. LSM trees [37] are a popular data structure
for disk-based key-value stores, which powers many modern
key-value stores, such as RocksDB [8], LevelDB [4] and
WiredTiger [9]. Since small random writes significantly hurt
SSD (and HDD) performance, the main design goal behind
LSM trees is that data written to disk is always written in
large contiguous chunks and is never updated in-place.

As a representative system for LSM trees, we provide a
primer on how RocksDB, a popular key-value store works. In
RocksDB, to avoid small random writes to disk, all incoming
data writes are batched in memory, in a data structured called
the MemTable. Each entry in the MemTable has a sequence
number that enables key versioning. MemTables can be ac-
tive, which means that they are mutable and can be updated
with new incoming updates, and immutable, which means
they are waiting to be flushed and cannot be updated further.
Eventually, the immutable MemTables get flushed to disk and
written using a format called sorted string table (SST) files,
which are composed of sorted key-value pairs. SST files are
composed of blocks, each of which can be a data block or a
metadata block. The metadata blocks include index blocks
whose entries point to the keys at the start of each data block.

SST files are organized hierarchically into levels (L0, L1,
..., LN), where the “upper levels” (e.g., L0 is “higher” than
L1 in the hierarchy) store the more recently updated versions
of each key-value pair. Data from the MemTable is flushed
into L0, which stores files with overlapping key ranges, while
the files in lower levels (L1,...,LN) have non-overlapping key
ranges.

A key feature of LSM tree-backed stores is background
compaction, which periodically scans multiple SST files from
two adjacent levels, combines them into a single file, and
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flushes the new file into the lower level. In this process,
deleted and overwritten keys are discarded, freeing up space
for new data. Compactions are necessary not only for freeing
up space on disk, but also for reducing the number of I/Os
required on average to read data from the LSM tree [37].

To reconstruct the LSM tree after a failure, RocksDB per-
sists a log containing changes to the tree, e.g., deletion or
generation of SST files. RocksDB records such changes using
version edits, where a version represents the current set of SST
files in the tree. For example, a version edit may record the
removal of stale SST files and the generation of new merged
files. Although compaction jobs run in parallel, they produce
version edits in a serializable order because RocksDB protects
the tree status with a mutex.

CPU consumption of compactions. Compactions are ex-
pensive and can affect the performance of the key-value store.
A compaction job requires reading the data of all the files
involved in the compaction (often involving tens of MB of
data or more), sorting them, and writing them back to disk.

As an example, we measure the CPU time consumed by
compactions by running a microbenchmark (described in
§5.2) on a replicated 3-node key-value store, where each
node conducts compaction locally, under a data ingestion mi-
crobenchmark (YCSB load [20]). In this workload, 72% of
CPU time was dedicated solely for compaction jobs! Due to
their high cost of compactions, there is a large body of work
on reducing their resource consumption in single-node LSM
trees [12,13,29,32,39], e.g., by delaying them, synchronizing
them with incoming requests, or optimizing the LSM tree
data structures and parameters to reduce their cost.

Saving compaction CPU and I/O bandwidth in replicated
key-value stores. Our focus is orthogonal to these single-
store optimizations: we make the observation that in settings
where the same data is replicated on a set of R key-value
stores, we do not have to run R identical compaction jobs
across all nodes, which are essentially performing the same
exact computation. Therefore, compaction can occur only
once (on the primary node), and the already-compacted SST
files can be shipped to the secondary nodes, which hold the
backup copy of the data.

Such an approach has the potential to significantly reduce
CPU consumption on the secondary nodes, since they no
longer need to issue read and write I/O and sort the compacted
data, the latter of which typically consumes the most CPU
during compaction jobs [12, 13, 29]. In addition, this would
eliminate the compaction read I/O of secondary nodes, since
they would not need to read the files that need to be merged by
the compaction job, but it would not eliminate the secondary’s
write I/O, since the new file would still have to be written
back to the disk. Finally, it would also reduce the memory
pressure on the secondary nodes due to compaction.

However, executing compactions only on primary nodes
has a price. The primary cost of this approach is increased
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Figure 1: NVMe-oF overview.

network bandwidth and NIC resource consumption, since now
not only the “regular” incoming read/write requests need to be
replicated, but also the post-compaction SST files. Fortunately,
in many datacenters the network is often underutilized: for
example, in traces from Alibaba [1] and Snowflake [47], 50–
75% of the network capacity is idle. In addition, the primary
node would consume some additional CPU in shipping the
files to the secondary nodes’ disks.

Therefore, since this approach involves a trade-off primar-
ily between minimizing CPU consumption on the secondary
nodes and increasing total network bandwidth, we seek to
ship the SST files with a protocol that will minimize CPU
usage on the secondary nodes. To this end, we turn to NVMe-
oF, a state-of-the-art networked storage protocol supported
by Linux and modern NICs, which can be run without the
involvement of the secondary nodes’ CPU.

2.2 Motivation for Using NVMe-oF
NVMe-oF primer. NVMe-oF is an extension of the NVMe
protocol for networked storage. NVMe-oF allows an appli-
cation to directly access a storage device that is connected
to a remote server, using the NVMe protocol. Figure 1 de-
picts the flow of an NVMe-oF request. The host (left side of
the diagram) is the server that initiates the request, and the
target is the remote server and the SSD connected to it. The
NVMe-oF request is initiated by an application on the host,
which issues a system call, and subsequently traverses the
entire OS storage stack, treating it as a regular local NVMe
request, until it reaches the NVMe driver.

Take a write request as an example (Figure 1): the userspace
application issues a WRITE() system call on the file located
on an NVMe-oF mounted disk (step 1), then just like a normal
local I/O, it goes through the Linux Virtual File System (VFS)
to find the inode, which maps the physical sectors on the disk
and is then submitted to the block layer (step 2) where it
gets batched by the I/O scheduler, and is dispatched to the
host-side NVMe driver (step 3).

The host and target drivers maintain multiple I/O queues
for exchanging the NVMe-oF capsule, which is a data struc-
ture that contains essential information needed for an NVMe
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gRPC + WRITE() NVMe/TCP NVMe/RDMA
Throughput 1028 MB/s 2986 MB/s 3748 MB/s
CPU 155% 135% 50%

Table 1: Comparison of throughput and CPU consumption of 1 MB
writes with different protocols. NVMe-oF (via TCP or RDMA) is
much more efficient than replicating through userspace.

communication between the host and the target. The NVMe
driver handles this request by constructing a corresponding
NVMe-oF command within a capsule, mapping data and meta-
data from the memory, and submitting it to one I/O queue.
The capsule is then forwarded to the relevant network stack
(step 4) depending on the fabric type (TCP, RDMA, etc.)
and is then forwarded to the target. For NVMe/TCP, the cap-
sule is embedded in TCP packets and contains both data and
metadata, while for NVMe/RDMA, the target and the host ex-
change the capsule using two-sided RDMA operations. With
NVMe/RDMA, the capsule records the memory address of
the data buffer in the host and the target consequently reads
that portion of memory using a one-sided RDMA read.

On the target (step 5), after the driver extracts the NVMe-oF
command and user data from the network packet, it generates
the block layer request and submits it to the block layer for
I/O scheduling (step 6a). The target’s NVMe driver, at last,
receives the I/O request from the block layer (step 7) and
writes the user’s data to the local NVMe SSD through the
PCIe bus (step 8).

In the past few years, major NIC model lines (e.g., NVIDIA
ConnectX, Broadcom Stingray, Intel IPU) have supported
completely offloading the NVMe-oF target datapath to the
NIC, and allowing the NIC to directly write the data to the
NVMe device. This offers an alternate datapath that bypasses
the target’s CPU completely (step 6b). When the NIC attached
to the target receives an NVMe capsule from the host, it
executes the NVMe request and directly writes data on the
NVMe SSD via DMA.

Potential benefit of NVMe-oF for replication. Popular
distributed storage systems (e.g., CockroachDB [42] and
Ceph [48]) often use an RPC (e.g., gRPC [3]) to send data
from the primary to the secondary node, which in turn is
written locally to the SSD (e.g., with a WRITE() system call).

We compare the throughput and CPU usage of this
userspace-based baseline with two NVMe-oF protocols
(NVMe/RDMA, which stands for NVMe-oF over RDMA
and NVMe/TCP, which stands for NVMe-oF over TCP), in
a microbenchmark that writes 1 MB data chunks over the
network in a closed loop, with two servers using the same
experimental setup on CloudLab [40] described in §5.1. In
the experiment, each server contains one primary node that is
writing to a secondary node on the second server, with a total
of 256 available cores. The aggregate results are shown in
Table 1. The result shows that the throughput of gRPC with
WRITE() is only 34% of the throughput NVMe/TCP while the
CPU usage is 20% higher. In addition to the more complex
logic in the RPC framework, the userspace stack requires ex-

tra user-kernel boundary crossings and context switches when
the data buffer is delivered to the userspace application from
the TCP/IP stack in the kernel and then written to the local
file which incurs a kernel trap. NVMe/TCP, on the other hand,
processes the data write completely in the NVMe driver in the
kernel, therefore saving a substantial amount of CPU cycles
in each write request, thereby increasing the throughput. In
addition, NVMe/RDMA outperforms NVMe/TCP due to the
elimination of unnecessary copying and CPU bypassing.

3 Challenges
Substituting a userspace replication protocol with NVMe-oF
introduces challenges at two different layers: at the file system
level and the application level.

File system inconsistency. NVMe-oF introduces inconsis-
tency at the file system level. A naive way to ship files through
NVMeoF is to simply allocate a new file on the remote disk
and write to it. However, in such a scheme, the secondary node
will not even see the new SST files in its file system. This is
because the SST files are created in the primary’s file system,
and NVMe-oF only forwards NVMe commands, which get
executed below the file system layer in the secondary node’s
storage stack (see Figure 1). So, the primary and secondary
nodes may see different files systems on the same NVMe
disk. Even worse, the data sent by the host could accidentally
overwrite data in physical blocks at the secondary that it is
not supposed to access, since the local file system of the target
may have changed its file-to-block mapping.

Application inconsistency. Even if the target’s file system
is synchronized with the host’s view, NVMe-oF introduces
inconsistency at the application level. Since the persistent
key-value store maintains in-memory data structures (e.g., to
buffer writes), these data structures may not be synchronized
between the primary and the secondary, leading to data loss. In
particular, in RocksDB, there will be discrepancies between
the primary and secondary node within their MemTables,
which store the values of recently-written data in memory.

Figure 2 shows an example where discrepancies in the pri-
mary and secondary’s MemTables cause data loss in the sec-
ondary. Consider the case where there is one active MemTable
(MemTable 1), which is nearly full and only has capacity for
one more object (Figure 2a). Now consider that two objects
(A and B) arrive concurrently. Both primary and secondary
use two threads to process incoming requests, and in this case
RocksDB does not provide any guarantee on the order that the
writes will be processed. In the primary, object A is written
before B, and is therefore written to MemTable 1, which is
sealed and marked inactive, while object B is written to the
newly active MemTable 2. Next, the primary forwards objects
A and B to the secondary, but the secondary applies them in
the opposite order due to non-deterministic thread scheduling:
B is written to MemTable 1, and A is written to MemTable 2.
Consequently, the secondary’s MemTable 1 stores different
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Figure 2: An example of inconsistency across node MemTables.

data than the primary’s MemTable 1 (Figure 2b).
Now, the primary flushes MemTable 1 to disk, causing it

to delete the objects stored in MemTable 1 from memory. If
it then ships the new SST file to the secondary, and instructs
it to also delete it to delete MemTable 1 as well, this will
result in the loss of B at the secondary, because B will not be
stored neither in its MemTables, nor on its disk (Figure 2c).
In this case, the reason for the data loss is due to the fact
that thread scheduling across the nodes in a non-deterministic
fashion, so operations are applied in a different order, causing
discrepancies.

Making matters worse, even if we had a way to force sec-
ondary nodes to process requests in the same order as the
primary, the content of the MemTables would still diverge.
This is because RocksDB’s MemTables store their data using
randomized skip lists, which will cause MemTables in differ-
ent nodes to contain a different number of entries and become
full at different times.

4 Design and Implementation
We present the design and implementation of RubbleDB, and
explain the key mechanisms that allow RubbleDB to address
the inconsistencies introduced by replication via NVMe-oF.

RubbleDB is a replicated key-value store, composed of
a set of RocksDB instances, with a replication layer on top.
RubbleDB uses chain replication [45] to provide strong con-
sistency and fast recovery. The client only communicates with
the replicator layer, which is in charge of dispatching requests
to the proper primary node (in case of write) or tail node (in
case of a read) and of handling failure recovery. Figure 3
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Figure 3: RubbleDB overview.

depicts the overall architecture of RubbleDB. There are N
clients and K replication groups, and in between sits the repli-
cator layer. Replication groups contain R RocksDB instances
or nodes, one of which is the primary, and the others are sec-
ondaries. Only the primary performs flush or compaction jobs.
Therefore, in addition to replicating client write requests, the
primary node also ships compacted SST files via NVMe-oF,
assuming sufficient network bandwidth is available. If the
network becomes congested, RubbleDB can fall back to local
compaction on all replicas. Specifically, RubbleDB compares
the latencies of shipping SST files and local compaction. If the
former is consistently greater over a time period, RubbleDB
falls back to regular compaction. Different replication groups
store disjoint key spaces. By default, the R replicas are stored
on R different random servers. In the future, we plan to sup-
port other more sophisticated data placement policies [18,19].
We intentionally keep each replication group small (by default
10 GB), so the recovery load can be spread across multiple
nodes in the cluster when a server or disk fails. It is worth
noting that we assume no dishonest or malicious node (e.g.,
we assume all nodes operate under a single organization in a
single data center). Next, we discuss the design details of the
two main key components of RubbleDB: the replicator layer
and replication groups.

4.1 Replicator Layer
To provide a clean key-value interface from users and hide
the complexity of dealing with the replication protocol, Rub-
bleDB uses a replicator layer as a proxy layer between users
and replication groups. Users simply send regular RocksDB
requests to and receive results from the replicator layer, which
transparently handles the replication protocol. The replicator
thus has two roles: 1) routing requests to a replica of the group
that contains the requested key-value pairs and 2) detecting
and recovering from any failed replicas.

Different replication groups contain separate key spaces. To
route requests, the replicator maintains a metadata table that
records the key space and network addresses for each replica
group. Once it receives a request, the replicator first looks up
the group number in the metadata table. Next, according to
the replication protocol, it forwards the request to a specific
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replica within that group. The replicator also sends heart
beat messages to every replica periodically to confirm its
health. If it does not receive any replies from a replica after a
time threshold, the replica is assumed to have failed, and the
replicator starts the recovery process.

In Figure 3 foreground data flows are represented by a solid
arrow, while background flows are dashed. The figure only
shows the background requests belonging to replication group
1, which is replicated across servers 1, 2 and M. Clients first
send requests to the replicator (step 1), who after consulting
the metadata table forwards the requests to replication group
1 (step 2). Following the chain replication protocol [45], write
requests (e.g., put and update) go to the head (step 2.a), while
reads (e.g., get and scan) go to the tail (step 2.b). In the case
of writes, the primary (head) replicates the write request to
the next secondary in the chain (step 3), which applies the
write and then replicates it to the next node in the chain (step
4). When the tail node completes a request (read or write), it
will reply to the replicator (step 5), which finally returns the
results to the client (step 6).

It is important to note that the replicator is only a logically
centralized component that orchestrates traffic and recovery.
To prevent the replicator from being a performance bottleneck
or a single point of failure, it can be implemented as a dis-
tributed fault-tolerant cluster [17, 42]. We leave this direction,
as well as other aspects of the replicator’s design, such as
dynamic load balancing and dynamic key-space partitioning,
for future work.

4.2 Replication Groups
Each node within a replication group is a small RocksDB
instance, composed of a primary node (head of the chain) and
a chain of secondary nodes, which store the backup copies
of the data. Figure 4 presents how a primary interacts with
one of its secondary nodes. Solid and dashed arrows represent
foreground and background operations, respectively. Write
requests are executed from the head replica (the primary) to
the tail (steps 1-3). Read requests are omitted in Figure 4
because they are only sent to the tail secondary node.

Steps I-III show how RubbleDB avoids background com-
paction jobs in secondaries. In step I, flush and compaction
jobs happen normally in the primary (triggered by filled
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Figure 5: Primary ships SST files to pre-allocated slots.

MemTables or upper-layer SST files). These jobs change the
primary’s LSM tree in three ways: 1) deletion of the data be-
ing compacted (both in-memory immutable MemTables and
on-disk SSTs, depicted with dashed rectangles in Figure 4),
2) creation of compacted SSTs (dashed rounded rectangles),
and 3) modification of the LSM tree version (information
recording current SST files in the tree). RubbleDB ensures
that the same changes also occur in the secondaries by ship-
ping both compacted SSTs and version edits over the network
(step II). Shipping the compacted SST file addresses 2), so
the secondary only needs to delete the original obsolete SST
files according to the version edits and update its own LSM
tree version (step III).

However, it is not trivial to guarantee the correctness of
steps II and III due to the challenges described in §3. In §4.2.1
we discuss how RubbleDB solves the challenge of file system
inconsistency, while in §4.2.2 we describe how RubbleDB
addresses application inconsistency.

4.2.1 File Pre-allocation

As the primary and secondary nodes mount their own local
file systems (e.g., ext4) on top of the same storage device,
each local file system will not be aware of changes made by
the other file system, e.g., file creation. To ensure that shipped
SST files are visible to secondary nodes, RubbleDB uses
file pre-allocation. Before running, secondary nodes allocate
many pre-allocated file slots, which we call a file pool on their
local storage devices, after which, the primary mounts these
devices. So both sides will be aware of the file pool in their
local file systems. During runtime, the primary ships an SST
file to a secondary by writing the content to a fixed-sized slot
in the pool with direct I/O (to make sure the file gets written
to disk and bypasses the primary’s local buffer cache). Thus,
only the data blocks of the slot file are updated and the inode
remains unchanged. The secondary can also read the content
with direct I/O after the file is written.

Note that this means that secondary and primary nodes
cannot rely on the buffer cache to cache hot data blocks from
disk. Fortunately, RocksDB (and most other key-value stores)
implements its own userspace-based cache, the block cache,
which can replace the operating system’s buffer cache.

There are four practical issues with this pre-allocation
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scheme: 1) determiming the size of slot files, 2) managing
slot files in the pool, 3) avoiding dynamic file remapping by
the local file systems, and 4) ensuring that RocksDB will cor-
rectly point to the pre-allocated files even when it changes
file names. We discuss each issue below.

File size. To guarantee that the primary can find a slot to
ship SST, secondaries need to allocate a sufficient number of
file slots for every possible file size. Fortunately, key-value
stores like RocksDB typically store data in more or less fixed-
sized (or size-capped) files. Moreover, the number of SST files
in each layer of an LSM tree is also limited by compaction.
For example, by default in RocksDB, the size of an SST file
is 64 MB and the maximum number of SST files is 4448. In
this case, a secondary would need to create 4448 64 MB file
slots. In our implementation we use a fixed-size file that is
slightly larger (17 MB) than the target file size of RubbleDB’s
RocksDB instances (16 MB), since files may occasionally
exceed the target size. When files are smaller than the fixed
size of the slot, the remainder of the slot is zero-padded.

Slot management. The primary acquires slots in the pool
before shipping SST files to secondaries. Similarly, when
deleting an SST file post compaction, the corresponding slot
is released. We design a file map to track the mapping between
slots and SST files and to indicate whether a slot contains a
live SST file. Both the primary and secondary nodes have
a copy of the map. It is necessary for secondaries to own a
map copy because once the primary fails, one of them will be
chosen as the new primary.

In a flush or compaction job, the primary first acquires
empty slots in its file map and then executes the compaction.
After shipping the compacted files to the secondary nodes, it
sends the map updates to all secondaries with the version edits,
so the same updates are applied in all the secondary nodes.
After receiving the updates, the secondary marks the slots
of the old files, whose space can be overwritten, as released,
and it updates the primary’s file map to notify it about the
slot release. The reason slots are released by secondary nodes
is to avoid the case where the primary node releases a slot,
and then acquires it again before the secondary node was
notified of the slot release, which would be viewed by the
secondary as an illegal operation, where a new file overwrites
an already-acquired slot.

File remapping. The pre-allocated file slots’ mappings
from file offset to physical block address may change over
time. Various reasons can cause remapping, including dy-
namic volume management, file system extent adjustment,
etc.. To minimize interference from the file system and vol-
ume management, RubbleDB uses a dedicated and static disk
partition for the file pool in each secondary node. The par-
tition is mounted as read-only in the secondary, since the
secondary never writes to its SSD drive, and read-write in the
primary node. In case of a crash, where a secondary needs to
become a primary, it remounts with read-write mode.

Thread 1
A

A

Thread 2
B

B

Thread 1
A1

A

Thread 2
B2

SST 1

Primary Secondary

SST 1

1. Write 3. Write
2. Send tagged 

requests A1 and B2

B2

Request Buffer

4. Buffer out-of-
order requests

5. Regularly check 
the bufferFlush
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MemTable 1
(immutable)

MemTable 2
(active)

Apply the version edit:
“add SST 1, del memtable 1”

B

MemTable 1
(immutable)

MemTable 2
(active)

Figure 6: Partially-ordered writes using MemTable ID.

Renaming RocksDB names each SST file with a unique
integer, e.g., 002023.sst. This leads to another issue of pre-
allocating slot files: their fixed file names. Because the sec-
ondary mounts the partition as read-only, it cannot rename the
slot files to the RocksDB format. To address this issue, Rub-
bleDB creates a symbolic link from a file with the RocksDB-
defined name to the slot file, so the RocksDB instance on
secondary can correctly access its read-only file pool.

Multiple groups. If there are multiple replication groups,
primary nodes from different groups will acquire slots con-
currently. To avoid contention, RubbleDB creates a dedicated
SST pool (and map) for each group. Recall that since each
pool sits on a different disk partition, there are no concurrent
writers to a file in RubbleDB.

Figure 5 summarizes the file replication workflow. Before
the replication group is formed, a disk partition is created for
the file pool on each secondary. The primary and secondary
mount the partition as read-only (step 1) and read-write (step
2), respectively. Suppose that the primary node generates SST
file i in a flush job, it first queries the file map for an empty
slot j to ship the SST file (step 3). Next, the content of SST
file i is written in slot j with direct I/O (Step 4). The data
of slot j will be transferred to the secondary node’s SSD via
NVMe-oF. At the end of the flush job, the primary sends the
mapping between file i and slot j to the secondary (step 5),
so the secondary knows how to create the correct symbolic
link (step 6) and update its file map copy (step 7).

4.2.2 LSM Tree Synchronization

Flush and compaction jobs are essentially performing merge
sort and do not change the actual state of RocksDB from
the client’s perspective1. These merge sorts contain inputs:
MemTables and SST files to be merged in the case of flush
and compaction, respectively, while the output is always SST
files that will be written to disk. This property implies that the
inputs and output of a flush or compaction job must contain
the same set of live key-value pairs. Primary nodes naturally
satisfy this requirement since they execute compaction lo-
cally. However, secondary nodes sometimes have mismatched
sets of inputs and output live key-value pairs when applying
version edits. Recall from the example in Figure 2, in the
secondary node, the input to the flush job (MemTable 1) has

1Although stale data will be discarded during compaction jobs, it is al-
ready ignored by RocksDB since read requests fetch the most recent data.
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different live objects from the output (SST 1). Consequently,
the secondary node loses B while redundantly storing two
copies of A.

To guarantee the data consistency of secondary nodes, they
need to ensure that the inputs and outputs of every version
edit contain the same set of live objects before applying it.
However, comparing all objects across multiple MemTables
or SST files is very costly. Instead, RubbleDB forces a partial
order of requests and total order of version edits. These two
ordering techniques synchronize the secondary nodes’ LSM
trees with the primary’s. We describe them below.

Partially-ordered writes. Figure 6 describes how Rub-
bleDB addresses the MemTable discrepancy issue discussed
in the example in Figure 2 by ordering write requests with
MemTable ID. In the primary, after an object is inserted to
the active MemTable, each write request is returned with the
ID of that MemTable (step 1). The primary tags each write
request with this MemTable ID and forwards it to the sec-
ondary (step 2, the subscripts are the IDs). With the IDs, the
secondary now knows to which MemTable the primary wrote
each request. The secondary follows the same order as the
primary, by maintaining a request buffer to cache out-of-order
requests. For example, even if the secondary scheduled thread
2 before thread 1, it will fail to write B2 to MemTable 1 as its
tag (2) does not match with the MemTable ID (1) (step 3). So,
thread 2 will store the request B2 in the request buffer (step 4).
When thread 1 executes, A1 it will be written to MemTable 1.
Therefore, MemTables 1 on both the primary and secondary
nodes will have the same set of objects, which will not cause
data loss like in Figure 2c. Last, every time RocksDB switches
to a new MemTable, each thread in a secondary checks the
buffer to execute any request that can be applied correctly to
the MemTables, i.e. its tag is equal to the ID of the active
MemTable (step 5).

This scheme represents a partial order because secondary
nodes only sort write requests belonging to different MemTa-
bles. Write requests that have the same MemTable ID as the
primary’s MemTable have identical tags and can execute in
any order. This does not affect the correctness when all up-
dates in a MemTable have unique keys because MemTables
(skip lists in RocksDB by default) and flush or compaction
jobs (merge sorts) will sort them anyway. However, in the case
where there are updates for the same key, as both MemTables
and flush or compaction only select the most recent update,
the secondary has to maintain the same order among those
different updates. RubbleDB achieves such an order by fur-
ther splitting the key space among threads. For example, all
updates of key A will be handled by primary’s thread 1 in
Figure 6. Then, RubbleDB relies on in-order request delivery
(e.g., streaming RPC) to ensure those updates arrives at a
single thread of the secondary in the same order.

Totally-ordered version edits. Partially ordering writes
only guarantees that the secondary nodes eventually have the

same live objects in their MemTables as the primary node.
However, due to request buffering, updates applied on the
secondary nodes may lag the primary, so the same MemTable
ID in a secondary node may have fewer entries than the one
in the primary. Such lag introduces challenges when apply-
ing version edits in secondaries. Back to Figure 6, suppose
that at time t, the version edit (add SST 1, del MemTable

1) arrives at the secondary but the request A1 has not been
executed. Applying the version edit at time t may allow the
client to read A1, even if it has not been written. This breaks
the consistency guarantee of chain replication, which requires
that a client can only read a value after it has received an
acknowledgment that the value has been written successfully.

To avoid the scenario above, we have to ensure that the
sets of live objects in the inputs and outputs of each version
edit in the secondary are the same. We exploit the fact that
in RocksDB flush or compaction jobs generate version edits
in a serializable order (the current version is protected by
a mutex) even though they run in parallel. So, the primary
node tags version edits with sequence numbers to indicate
their order, and the secondary nodes maintain a counter and
a buffer for version edits. The counter is incremented every
time the secondary applies a version edit. The secondary
checks two conditions before applying an edit: 1) whether
the sequence number is equal to the counter and 2) whether
its inputs are ready. The latter is checked for flush jobs only,
since the inputs of a compaction are always ready if it passes
step 1) (i.e. the previous flush or compaction job has finished).
A MemTable is ready only when it becomes immutable (full).
If either of the two conditions fails, the version edit is cached
in the buffer, which is regularly checked by all threads.

With these two ordering techniques, RubbleDB synchro-
nizes the LSM tree state in a replication group and addresses
the challenge of application inconsistency.

4.3 Implementation Details
We implement RubbleDB using RocksDB 6.14.0 and gRPC
1.34.0, comprising a total of about 900 and 4000 lines of Java
and C++ code, respectively. Each replica in RubbleDB is a
RocksDB instance, and different parts of the system communi-
cate with each other using streaming gRPC calls. To simulate
concurrent clients, we modify YCSB to issue requests as
batches to our replicator in an open loop. We open-source all
the code on GitHub2.

5 Evaluation
We seek to answer four evaluation questions:

Q1: How does RubbleDB’s SST file replication affect the CPU,
network, and disk I/O usage of RubbleDB? (§5.2)

Q2: How does the replication mechanism of RubbleDB affect
its performance under different workloads? (§5.3)

2https://github.com/lei-houjyu/RubbleDB
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Workload Composition
YCSB Load 100% inserts
YCSB A 50% Read, 50% Update
YCSB B 95% Read, 5% Update
YCSB C 100% Read
YCSB D 95% Read, 5% Insert
YCSB E 95% Scan, 5% Update
YCSB F 50% Scan, 50% Read Modify Write
YCSB G 100% Update
Twitter Cluster 2 100% Get
Twitter Cluster 15 100% Set
Twitter Cluster 19 75% Get, 25% Set
Twitter Cluster 27 85% Get, 15% Set
Twitter Cluster 31 6% Get, 94% Set

Table 2: Workload Characteristics

Baseline RubbleDB
Time spent Primary Secondary Primary Secondary
Compaction 979 976 987 0

Requests 376 390 397 401
Total 2723 1786

(a) Replication factor = 2

Baseline RubbleDB
Time spent Primary Secondary Primary Secondary
Compaction 1319 2759 1375 0

Requests 535 990 570 1176
Total 5603 3121

(b) Replication factor = 3

Baseline RubbleDB
Time spent Primary Secondary Primary Secondary
Compaction 1713 5455 1846 0

Requests 692 1930 745 2254
Total 9790 4845

(c) Replication factor = 4

Table 3: CPU time (s) breakdown under YCSB load, with a co-
location factor of 1 and different replication factors.

Q3: Does the utility of NVMe-oF change as a function of the
available storage resources? (§5.3)

Q4: How fast can RubbleDB recover from failures? (§5.4)

5.1 Experimental Setup
Setup. We conduct all experiments on CloudLab [24, 40].
Unless otherwise specified, replication groups run on mul-
tiple r6525 servers and clients run on one c6420 machine
with the replicator. Each r6525 server has two 32-core AMD
7543 CPUs at 2.8 GHz, 256 GB DDR4 memory, a 1.6 TB
Dell Enterprise SSD, and a dual-port Mellanox ConnectX-6
100 Gb NIC. By default, RubbleDB uses the Mellanox NIC’s
NVMe-oF offload feature. A c6420 server has two 16-core
Intel Xeon Gold 6142 CPUs at 2.6 GHz and 384 GB DDR4
Memory. The OS is Ubuntu 20.04 LTS with a Linux version
of 5.4.0. We configure NVMe-oF target offloading following
NVIDIA’s official guide [7].

RocksDB configuration. We intentionally keep each key-
value instance small, so that if an instance fails there will be a
relatively small amount of data to re-replicate. Therefore, we
use 16 MB SST files and MemTables and an L0 of size 64 MB,
so the LSM tree will contain 64 GB data at most. Direct I/O
is enabled with a 2 GB block cache. We run DB instances

Baseline RubbleDB
Read Write Read Write

R = 2 163.7 185.6 94.6 206.6
R = 3 241.4 274.4 97.8 309.9
R = 4 343.3 387.5 101.7 410.7

Table 4: The read and write I/O (GB) on one node, with co-location
factor of 1 and different replication factors.

Baseline RubbleDB
gRPC NVMe-oF gRPC NVMe-oF

R = 2 34.5 0 34.5 105.7
R = 3 57.2 0 57.3 211.1
R = 4 80.0 0 80.1 314.7

Table 5: The total network traffic (GB) via gRPC and NVMe-oF
on one node, with co-location factor of 1 and different replication
factors.

on each server within a cgroup with 4 physical cores. The
number of background threads is therefore set to 4 (number
of cores). All other parameters remain default.

Benchmark. We evaluate RubbleDB on all YCSB [20]
workloads and five Twitter production traces [49]. Table 2
summarizes the workloads’ read-write ratio. Four clients con-
currently access all replication groups.

Baseline. For an apples-to-apples comparison, the baseline
is a replicated RocksDB system, which is configured identi-
cally to RubbleDB, except that it does not replicate SST files,
and does not include the various mechanisms RubbleDB uses
to support NVMe-oF replication (e.g., buffering at the sec-
ondary nodes, processing version edits in-order). The baseline
here would represent the standard approach of replicated key-
value stores, such as ZippyDB [17,43] and CockroachDB [42],
where each node compacts its data independently.

Evaluation metrics and terms. We use two primary eval-
uation metrics: throughput per core, which represents CPU
efficiency, and tail latency. We use two knobs replication fac-
tor (R) and co-location factor (C) to indicate the numbers of
replication groups (K), servers (M), and replicas in our exper-
iments. We define C = K

M and fix M = R , so, K =C×R. For
example, a replication factor of 3 and co-location factor of 2
means that on 3 servers (M = 3) exist 6 RocksDB instances
(K = 2×3) (2 primaries and 4 secondaries).

5.2 Performance Breakdown (Q1)
We run the YCSB load workload with a co-location factor of
1 and replication factors of 2, 3, and 4 in this section to collect
CPU, disk, and network statistics.

CPU savings. Table 3 presents the amount of CPU time the
baseline and RubbleDB spend performing compaction and
handling incoming requests. Handling requests includes both
reading and writing data from RocksDB, as well as handling
the incoming RPCs (i.e. via gRPC), buffering data on the
secondary nodes, and applying version edits.

As expected, the secondary nodes on RubbleDB consume
no CPU cycles executing compactions, while in the baseline
system, each secondary node consumes roughly the same
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Figure 7: YCSB throughput as a function of replication factor with a co-location factor of 1.
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Figure 8: YCSB throughput as a function of replication factor with a co-location factor of 2.

amount of CPU cycles as the primary (there are R− 1 sec-
ondary nodes per primary). Under R=2, 3, and 4, the primary
node of RubbleDB consumes 0.8%, 4.2%, and 7.8% more
compaction CPU than the primary node of the baseline, re-
spectively. This is because the primary has to send compacted
SST files and version edits to each secondary node. The over-
head increases with the number of secondary nodes.

In terms of handling regular requests, the primary node of
RubbleDB consumes slightly more CPU (up to 7.7%) than the
baseline’s primary node, because it tags every write request
with a MemTable ID. The secondary nodes of RubbleDB
consume up to 18.8% more CPU than the baseline’s, because
of the need to buffer incoming requests and version edits.
All in all, due to the reduction in the compaction load of the
secondary nodes, RubbleDB spends 34.4%, 44.3%, and 50.5%
less time processing the same workload than the baseline with
R=2, 3, and 4, respectively.

I/O savings. Table 4 reports the amount of data read and
written by one node. Since we run the YCSB load work-
load and disable the write-ahead log, the I/O is caused by
compaction. In RubbleDB, only the primary performs com-
paction, which reads the inputs files and ships compacted
SST files to every secondary. Therefore, RubbleDB’s read
I/O keeps nearly constant, 98.0 GB on average, while its
write I/O grows with the replication factor proportionally,
averagely R×103.1 GB. Both the read and write I/O in the
baseline, however, increases with the replication factor be-
cause all nodes perform compaction. So, RubbleDB saves
more read I/O with a higher replication factor, up to 44.2%
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Figure 9: Throughput on (a) Twitter cluster traces with a replication
factor of 3 and co-location factor of 1, and (b) YCSB using Optane
SSD with a replication factor of 2 and co-location factor of 2.

when R = 4. There is a modest increase (12.9% at most) in
write I/O due to the padding of SST files in RubbleDB, which
increases the amount of data that is written for each SST file.
We leave reducing the overhead of padding to future work.
Network overhead. Table 5 presents both the gRPC and
NVMe-oF traffic. The former consists of forwarding key-
value requests and version edits, while the latter includes
shipping SST files. The network overhead in RubbleDB in-
cludes: (a) sending version edits by gRPC and (b) shipping
SST files via NVMe-oF. We approximate (b) by calculating
the total volume of shipped SST files. From Table 5, (a) is
negligible, and (b) is close to the compaction write I/O.

5.3 End-to-end Performance (Q2, Q3)
Throughput with YCSB. Figures 7 and 8 compare the
throughput per core of RubbleDB with the baseline under
the load and YCSB workloads, with a co-location factor of
1 and 2, respectively. RubbleDB consistently provides the
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Figure 10: 99% Latency of YCSB A with replication factor of 3 and
co-location factor of 1.

same or higher throughput per core compared to the baseline,
and has a higher relative speedup for workloads with a high
percentage of writes.

As the replication factor increases, RubbleDB provides
higher relative gains. For example, under the load workload
with a co-location factor of 2, a replication factor of 4 (Fig-
ure 7c) yields a speedup of 1.9×, while the speedup of R = 2
is 1.5×. The reason is that with higher replication factors, the
baseline spends more secondary cores cycles per replication
group executing compactions, while RubbleDB experiences
a very marginal increase in the primary’s CPU consumption
(due to the need of shipping SST files to additional secondary
nodes). Therefore, with a higher replication factor, RubbleDB
has the ability to marshal more available CPU cycles belong-
ing to the freed up secondary node cores, in order to process
more incoming requests. In addition, RubbleDB achieves
higher absolute throughput and speedup with a co-location
factor of 2. The reason is that with more co-located replica-
tion groups, RubbleDB is better able to utilize the CPU, since
there are more available pending tasks to execute at any given
time.

Throughput with Twitter traces. We measure RubbleDB’s
throughput on five Twitter traces3 with different read-write ra-
tios, including cluster 2, 15, 19, 27, and 31 [49]. As Figure 9a
shows, for write-heavy traces, RubbleDB provides a speedup
of 1.7× and 1.4× in clusters 15 and 31, respectively. For
cluster 19 and 27, which are ready-dominant, RubbleDB still
achieves a 1.3× speedup. These results are largely consistent
with the YCSB results.

Tail latency. RubbleDB provides better tail latency than the
baseline when there are many compactions. Prior work has
shown that compaction jobs interfere with request processing,
leading to high tail latencies [12, 13]. Since RubbleDB sig-
nificantly reduces the overall compaction load, as a result, it
decreases the chance that compactions interfere with regular
requests.

Figure 10 shows the 99th percentile latency under the
YCSB A workload with 3 replicas and a co-location factor
of 1, RubbleDB reduces 99th percentile latency of updates
and reads by 11.5%-92.1% and 18.4%-93.4%, respectively.

3We sample 30GB records from the traces as we have 3 replication groups
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Figure 11: Throughput when a node fails under YCSB load.

The absolute latency is high because our system uses a batch
size of 1,000 in evaluation, which means each replica returns
a reply after processing all 1,000 requests in a batch. Since
write requests go though all replicas sequentially, the update
latency will be 3× higher than read latency. We also observe
one data point (updates at 40 Kop/sec) showing 14.2% tail
latency degradation. This is because out-of-order writes will
be cached in the request buffer. Such queuing overhead only
appears under light compaction pressure.

Object size. By default, YCSB uses 1 KB objects. When
we run YCSB with smaller objects, which are typical in many
datacenter settings [11, 17, 49] RubbleDB consistently pro-
vides even higher speedups, because a larger fraction of CPU
time is spent on compacting data. For example, under YCSB
load with a replication factor of 3 and co-location factor of
1, RubbleDB exhibits a 1.6× speedup with 100 B objects
compared to a 1.5× speedup with 1 KB objects.

Different storage devices. We try to understand whether
a different type of storage device affects RubbleDB’s perfor-
mance. To this end, we run RubbleDB and the baseline on
two d750 servers from CloudLab, each of which use Intel
Optane SSD P5800X, an SSD with single-digit µs average
latencies.We run the experiment with a replication factor of
2 and co-location factor of 2. We are only able to run this
experiment with two servers, because of the low availability
of Optane SSD on CloudLab.

The results are presented in Figure 9b. Interestingly, the
usage of low-latency storage does not materially affect Rub-
bleDB’s speedup. While the absolute throughput numbers
for read-heavy workloads are higher (for an apples-to-apples
comparison compare this experiment with Figure 8a), in the
load workload the results are nearly identical. The reason is
that while Optane SSD has much better latency than the enter-
prise SSD we use in the other experiments, its bandwidth is
relatively similar, and in the case of LSM trees, write through-
put will be determined by disk I/O bandwidth rather than
I/O latency, since disk writes are sequential and large. We
conclude that RubbleDB provides speedups on very different
types of storage devices.

5.4 Recovery Performance (Q4)
To test RubbleDB’s recovery from failure, we run a 3-node
setup with a single replication group, and kill one of the tail
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secondary nodes. We follow the recovery algorithm in [45],
which designates the “middle” secondary node as the new tail.
We plot the throughput over time in Figure 11. As the figure
shows, due to the nature of chain replication RubbleDB is
still able to service requests throughout the period when the
node is down. In total, it takes about a minute and a half for
the cluster to get back to its full throughput capacity.

6 Related Work

We split the related work into two categories: (a) replicated
key-value stores, (b) systems that share data with different
protocols, e.g., NVMe-oF and RDMA.

Replicated key-value stores. The typical design of repli-
cated key-value stores and databases, such as ZippyDB [17,22,
43], CockroachDB [42], MongoDB [6] and Cassandra [31],
is to implement a replication layer on top of multiple single-
instance key-value stores, such as RocksDB [8], LevelDB [4]
and WiredTiger [9]. In all these systems, all nodes that store
up backup copies of data perform their own compactions,
leading to high CPU and disk read I/O consumption.

There are several prior systems that do some form of com-
paction offloading. Ahmad et al. [10] propose offloading large
compactions in HBase to a remote compaction server in or-
der to reduce load on the primary nodes serving incoming
requests. Hailstorm [14], separates the storage and compute
layers, and offloads compaction to nodes that have a low load
in a peer-to-peer fashion. Both of these systems allow shifting
the computational load of compactions from an overloaded
node to an underloaded one, but unlike RubbleDB do not
reduce the total compaction load on the cluster by running
compaction only once for replicated data.

Closer to RubbleDB, Tebis [46] is a replicated key-value
store that reduces CPU consumption by avoiding compacting
data multiple times for each replicated chunk of data. How-
ever, Tebis has several major design differences from Rub-
bleDB and therefore faces different challenges. First, Tebis’
design is based on a key-value architecture that separates keys
from values [33]. Therefore, secondaries need to rewrite all
the pointers in the indices. Due to the choice of key-value sep-
aration, Tebis cannot be applied to standard key-value stores
that do not separate keys from values, such as RocksDB, Lev-
elDB or WiredTiger. In addition, while key-value separation
provides significant gains with large objects, it can degrade
performance for small object workloads, which are common
in datacenters [11, 17, 49]. Second, in Tebis, only the primary
processes requests, whereas secondary nodes merely store
replicated SST files. So, Tebis does not encounter the appli-
cation inconsistency issue in RubbleDB. Third, instead of
NVMe-oF, Tebis uses RDMA with local writes to ship SSTs,
which cannot leverage the offloading feature of the NIC. Also,
Tebis does not need to deal with inconsistencies caused by
the file system.

Storage systems that use NVMe-oF. Several systems use
NVMe-oF to access data from remote blocks [5, 15, 27], but
only allow each application instance to exclusively access
their SSDs. Therefore, these systems do not allow a primary
node to replicate to a secondary node’s disk directly over
NVMe-oF. In other words, unlike RubbleDB, in order to repli-
cate data, these systems require the primary to go through the
entire application software stack of the secondary nodes.

Storage systems that use RDMA. Similar to NVMe-oF,
the RDMA protocol allows one host to access the other hosts’
memory without the CPU involvement of the target. There are
a large number of in-memory systems that exploit RDMA for
faster operations [23,28,35,44]. While both one-sided RDMA
and NVMe-oF may introduce synchronization challenges
at the target, the challenges are different, since NVMe-oF
operates directly on block storage, potentially introducing
corruptions to the local file system at the target.

Shared file systems. Shared file systems [26, 36, 48] pro-
vide users across different servers with a consistent view of
a file system. However, providing a consistent file system
abstraction across multiple nodes can come at a significant
performance and scalability cost [30]. Since replicated key-
value stores do not require a full synchronized file system
interface across nodes, running them over a distributed file
system would incur unnecessary overhead.

7 Conclusions
This work explores how to utilize NVMe-oF, a CPU-efficient
networked storage protocol, for a common storage use case,
replication. The main challenge in using NVMe-oF for repli-
cation is that data might need to be read by the target node in
parallel to the replication process, introducing inconsistency
both at the file system and application level. We demonstrate
how such inconsistencies can be addressed in the context of
a replicated LSM tree-based key-value storage system, Rub-
bleDB, using two primary mechanisms: file pre-allocation
and application data structure synchronization. We believe
our ideas can be applied in other common storage settings,
such as distributed file systems (e.g., HDFS [16], Ceph [48])
and for storage or application backup. In addition, with the
trend of NIC accelerators becoming more powerful in contrast
with the plateauing of CPU performance, we anticipate using
NVMe-oF for common storage operations will become even
more attractive in the future.
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